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Abstract 

 

In the area of industrial maintenance, the application of statistical 

methods is essential, in that sense, the purpose of this analysis is 

to explore logistic regression as an element of industrial 

maintenance management. By means of logistic regression, a 

predictor equation for the response variable, machine failure, is 

obtained by correlating it with categorical and continuous 

predictor variables. The continuous explanatory variables are 

machine age, mean time between failures, mean time to repair 

and the categorical ones are application of preventive and 

corrective maintenance. The results obtained indicate that only 

the explanatory variable preventive maintenance is significant to 

the response variable by applying the Wald test and this result 

was also validated with goodness-of-fit tests. Logistic regression 

is more used in other areas, such as health, however, in 

maintenance categorical variables are used such as machine with 

autonomous maintenance whose result is yes/no, therefore, it is 

important to incorporate a regression model that considers 

different types of independent variables, in addition to the use of 

emerging technologies of Industry 4.0 such as Machine Learning 

for the prediction of scenarios for efficient maintenance 

management. 
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Resumen 

 

En el área de mantenimiento industrial es primordial la 

aplicación de métodos estadísticos, en ese sentido, el propósito 

de este análisis es explorar la regresión logística como un 

elemento de la gestión del mantenimiento industrial. Mediante la 

regresión logística se obtiene una ecuación predictora para la 

variable de respuesta, máquina falla correlacionándola con 

variables predictoras categóricas y continuas. Las variables 

explicativas continuas son edad de la máquina, tiempo medio 

entre fallas, tiempo medio para reparar y las categóricas son 

aplicación de mantenimiento preventivo y correctivo. Los 

resultados obtenidos indican que únicamente la variable 

explicativa mantenimiento preventivo es significativa a la 

variable de respuesta mediante la prueba de Wald y también se 

validó este resultado con pruebas de bondad de ajuste. La 

regresión logística es más utilizada en el otras área, como de la 

salud, sin embargo, en mantenimiento se utilizan varias variables 

categóricas como máquina con mantenimiento autónomo cuyo 

resultado es si/no, por ello, es importante incorporar un modelo 

de regresión que considera a diferentes tipos de variables 

independientes, además de la utilización de las tecnologías 

emergentes de la Industria 4.0 como Machine Learning para la 

predicción de escenarios para una eficiente gestión del 

mantenimiento.        
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Introduction 

 

Logistic regression is a technique that allows us 

to establish a relationship between a discrete, 

mainly dichotomous variable with possible 

outcomes of accepted or not accepted and 

predictor variables, which can be quantitative or 

qualitative in a probability of occurrence of the 

particular phenomenon. Logistic regression has 

been used in predictive maintenance for machine 

failure analysis (Battifarano et al, 2019; Yongyi 

et al, 2019; Yugapriya et al, 2022), in machine 

efficiency assessment through Overall 

Equipment Effetiveness (OEE) (Borucka, 

Grzelak, 2019), its main use has been in the areas 

of medicine and psychology (Alzen et al, 2018; 

Oyekale, 2022; Zabor et al, 2022).  

 

The purpose of this research is to apply a 

logistic regression model of the state of failure 

and state of function of machines for 

maintenance management using logistic 

regression, thus, to analyse and evaluate how 

dichotomous independent variables influence 

the probability of occurrence of the states of a 

machine, i.e., in the state of operation (State of 

Functioning, SoFu) and in the state of failure 

(State of Failure, SoFa). 

 

Materials and methods 

 

To predict when a machine is in SoFu or SoFa, 

there are different regression methods such as 

simple linear (Le, T at al, 2014; Teng, et al, 

2016), multiple linear regression (Bicharra et al, 

2014), non-linear regression (Mosallam et al, 

2011), Monte Carlo simulation (Srivastava et al, 

2020), determination of reliability, 

maintainability and availability indicators using 

continuous probability distributions (Mora, 

2009; Ramesh, Krishman, 2017).  

 

However, there are situations where the 

random variables of study are discrete and 

dichotomous in the area of maintenance, for 

example, if the machine failed, if the machine 

was applied preventive maintenance, if the 

machine has an autonomous maintenance 

routine.  

 

Therefore, the statistical regression 

models mentioned above are not suitable for the 

prediction of the operating status as a 

mathematical model involving discrete variables 

and continuous variables is required.  

 

 

Logistic regression does not require a 

linear relationship between the response and 

predictor variables nor does it emphasise the 

assumptions of linearity, normality, 

homoscedasticity and level of measurement. 

 

Logistic Regression Model 

 

The mathematical model of a logistic regression 

allows to observe the possible correlations 

between independent variable X1,X2,X3,...,Xn, 

which can be continuous or discrete with a 

discrete and dichotomous dependent variable Y, 

usually taking the values of 0 and 1. Also the 

predictor variables can be qualitative or 

quantitative. The logistic regression model is 

based on the logistic or sigmoid function, 

equation 1.: 

 

𝑓(𝑥) =
𝑒𝑥

1+𝑒𝑥 =
1

1+𝑒−𝑥′                                     (1) 

 

The sigmoid function fulfils lim
𝑥→∞

𝑓(𝑥) =

0  y lim
𝑥→∞

𝑓(𝑥) = 1, the transformation from 

logistic regression to linear regression 𝑌 =  𝛽0 +
𝛽1𝑋1 + ⋯ + 𝛽𝑛𝑋𝑛, substituting in the sigmoid 

function the x by the linear function𝛽0 + 𝛽1𝑥1 +
⋯ + 𝛽𝑛𝑥𝑛, is obtained (equation 2): 

 

𝑃(𝑌) =
1

1+𝑒−(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛) =

𝑒𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛

1+𝑒𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛
                                           (2) 

 

Through this equation, the possible 

values of Y are 1 and 0, which is interpreted as 

the probability of occurrence of Y, the closer the 

value of P(Y) is to 1, the more likely it is that Y 

will occur. 

 

On the other hand, if we have a 

dependent variable Y which is dichotomous with 

values of 1 or 0 and n independent variables X=( 

X1,X2,X3,...,Xn)', the generalised model for the 

logistic regression is (equation 3): 

 

𝑃(𝑌 = 1|𝑋 = 𝑥) = 𝑝𝑥 =
𝑒𝛽0+∑ 𝑥𝑖

𝑛
𝑖=1

1+𝑒𝛽0+∑ 𝑥𝑖
𝑛
𝑖=1

           (3) 

   

For maintenance management (Eagle 

Technology, 2020; MaintainX, 2021; Sellitto, 

2020), logistic regression is considered 

appropriate, since we have continuous and 

discrete predictor variables, for example, 

continuous variables can be the cost of 

maintenance. 
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 The age of the machine, the Mean Time 

Between Failures (MTBF), Mean Time To 

Failure (MTTF), Mean Time To Repair 

(MTTR), among others. For discrete and 

dichotomous variables, one can start by asking 

what happens if corrective maintenance, 

preventive maintenance, predictive 

maintenance, the technician who performed the 

maintenance, etc., was applied. 

 

The data for this test are shown in table 

1. Where the response variable is and machine 

failure takes the value of yes and no when the 

machine is available for its function, with the 

following predictor variables being: machine 

age (ME), MTBF, MTTR, preventive 

maintenance (PM) and corrective maintenance 

(CM). 

 
Machine 

failure 

EM MTBF MTTR MP MC 

Si 7 9652 9 0 0 

No 3 612 3 1 0 

Si 6 6769 6 0 0 

No 4 7344 8 0 0 

Si 3 1198 8 0 1 

No 4 9572 7 1 0 

Si 2 8212 6 0 1 

No 7 8498 7 1 1 

No 5 5475 7 0 0 

No 9 1272 8 0 1 

No 6 9790 7 1 1 

No 7 2469 4 0 0 

No 3 7132 2 1 0 

Si 10 6254 2 0 0 

Si 7 6054 3 0 0 

Si 4 9815 2 0 1 

Si 2 9367 9 0 0 

Si 5 408 4 1 1 

Si 7 883 8 1 0 

No 9 1534 6 1 1 

No 11 4745 11 1 0 

No 13 899 15 0 1 

Si 3 3752 20 0 0 

Si 10 5194 17 0 0 

No 9 939 10 1 1 

No 20 2657 4 0 1 

Si 17 9918 15 1 1 

Si 11 7324 17 0 1 

No 18 6689 8 0 1 

Si 15 743 8 0 1 

Si 2 1200 2 0 1 

No 5 4001 1 1 0 

No 3 2500 5 1 0 

No 8 2356 6 1 0 

 

Table 1 Data for logistic regression  

Source: Own Elaboration 

 

 

 

 

 

Results and discussion 

 

Using minitab software, the regression is solved 

by the logistic regression method with the Logit 

link function, see equation 4. 

 
𝑌′ = 0.15 − 0.125𝐸𝑀 + 0.00008𝑀𝑇𝐵𝐹 +
0.1015𝑀𝑇𝑇𝐹 − 1.928𝑀𝑃𝑠𝑖 + 0.597𝑀𝐶𝑠𝑖                          (4) 

 

The equations for the discrete variables 

are shown in table 2. The positive coefficients of 

the predictor equations indicate that the machine 

is likely to fail as the value of the predictor 

increases, on the other hand, the negative 

coefficients indicate that the event of machine 

failure is less likely as the value of the predictor 

increases.  

 
MP. MC. Ecuation 
No No 𝑌′ = 0.147 − 0.1246𝐸𝑀 + 0.00008𝑀𝑇𝐵𝐹 +

0.1015 𝑀𝑇𝑇𝑅  

No Yes 𝑌′ = 0.743 − 0.1246𝐸𝑀 +
0.00008𝑀𝑇𝐵𝐹 + 0.1015𝑀𝑇𝑇𝑅  

Yes No 𝑌′ = −1.781 − 0.1246𝐸𝑀 +
0.00008𝑀𝑇𝐵𝐹 + 0.1015𝑀𝑇𝑇𝑅  

Yes Yes 𝑌′ = −1.184 − 0.1246𝐸𝑀 +
0.00008𝑀𝑇𝐵𝐹 + 0.1015𝑀𝑇𝑇𝑅  

 

Table 2 Model equations 

Source: Own Elaboration based on minitab 

 

Analysing the variance table, see table 3, 

it is observed that the explanatory variable of 

predictive maintenance is statistically significant 

to the response variable with a confidence level 

of 95%, therefore, this categorical factor 

significantly influences the dependent variable 

and the machine failure.  

 
Source GL Chi  square Value - p 

Regression 5 7.43 0.190 

Machine age 1 1.65 0.199 

MTBF 1 0.42 0.516 

MTTR 1 1.06 0.302 

M. Preventive 1 5.22 0.022 

M. Corrective 1 0.46 0.499 

 

Table 3 Analysis of Variance 

Source: Own elaboration based on minitab: Own 

elaboration based on minitab 

 

The other p-values of the predictor 

variables are not statistically significant, 

indicating that the regression model can be 

reduced without these terms.  

 

Verifying that the logistic regression 

predictor equation fits the data, the following 

goodness-of-fit tests were performed: 
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 Deviance with value - p = 0.112. 

 Pearson's test p = 0.232 

 Hosmer - Lemeshow test p = 0.873 

 

With these results, the p-values are 

greater than the significance level of the 

investigation, therefore, there is no significant 

statistical evidence to conclude that the model 

does not fit the data. 

 

Using the Normit link function instead of 

Logit, the goodness of fit test results do not show 

a significant change: 

 

 Deviation with value - p = 0.114. 

 Pearson's test p = 0.238 

 Hosmer - Lemeshow test p = 0.733 

 

With the Normit link function, the Wald 

test, no significant change is observed in the 

ANOVA table, the preventive maintenance 

variable remains statistically significant with p = 

0.017 at the 95% significance level. 

 

In relation to multiconeality, the results 

obtained from the coefficients of the predictor 

equation are not severe, see table 4. The variance 

inflation factors are close to unity (Del Valle and 

Guerra, 2012), which indicates that there is no 

correlation between the predictor variables, 

therefore, the model is reliable to forecast 

 
Coefficient 

Term Coef EE coef FIV 

Constant 0.15 1.20  

Machine age -0.1246 0.0971 1.33 

MTBF 0.00008 0.000124 1.05 

MTTR 0.1015 0.0984 1.14 

M. Prev_Si -1.928 0.844 1.03 

M. Corr_Si 0.597 0.884 1.22 

 

Table 4 Variance inflation factors 

Source: Elaboration based on minitab 

 

In table 5, the odds ratio (ODDS) for 

continuous predictors reveals that the variable 

age of the machine has a value of 0.8828, which 

indicates that the event the machine fails is 

unlikely to occur because there is a negative 

association. If we perform the inverse operation 

1/0.8828 = 1.13 it indicates that there is a 

probability of 1.13 times that the machine will 

work. For MTTR and MTBF values are greater 

than unity (Salas, 1996), i.e. there is a positive 

association between the event and the machine is 

less likely to fail, however, for the explanatory 

variable MTBF its ODD is practically 1 showing 

no association.  

The MTTR denotes a positive 

association, since, there is a 1.1 times probability 

of machine failure considering all other constant 

values.  

 
 Odds ratio IC de 95% 

Machine age 0.8828 (0.7299, 1.0679) 

MTBF 1.0001 (0.9998, 1.0003) 

MTTR 1.1069 (0.9127, 1.3423) 

 

Table 5 Likelihood ratios for continuous predictors 

Source: Elaboration based on minitab 

 

With respect to the odds ratio of the 

categorical predictors, table 6, the preventive 

maintenance variable is 0.1454 times more 

likely that the machine fails, if we obtain its 

inverse 1/0.1454 = 6.88 times that the machine 

does not fail if we apply preventive maintenance 

keeping the other explanatory variables constant. 

The association is positive for corrective 

maintenance, when corrective maintenance 

increases, the machine is more likely to fail. 

 
Level A Level B Odds IC de 95% 

Preventive maintenance 

Yes No 0.1454 (0.0278, 0.7599) 

Corrective maintenance 

Yes No 1.8171 (0.3215,10.2691) 

 

Table 6 Odds ratios for categorical predictors 

Source: Elaboration based on minitab 

   

Figure 1 shows an area under the curve 

of 0.8021, according to Sweest's (1988) criteria, 

the area under the curve, known as ROC, is in 

the range of 0.7 to 0.9 and this indicates that it 

has an acceptable discriminant capacity for when 

the machine fails or does not fail. On the other 

hand, according to Hilbe (2015), values from 0.5 

to 0.65 have low predictive ability, values from 

0.65 to 0.80 have moderate ability, values 

between 0.8 and 0.90 indicate strong predictive 

ability and values greater than 0.9 indicate high 

predictive ability, but this last relationship 

almost never happens. It is desirable that it is 

greater than 0.9 in order to have a higher 

sensitivity and specificity and thus obtain few 

erroneous results in the variable y'. 

 

The most usual is to find a curve between 

0.7 and 0.9 (del Valle, n.d.) with an overlap 

between the sensitivity or true positive rate, 

TPR, and the specificity or false positive rate, 

FPR. For our study it means that the sensitivity 

has an acceptable discrimination in predicting 

when the machine fails and when it does not fail. 
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Figure 1 ROC curve for the study 

 

On the other hand, according to the 

results of the analysis of variance in table 3, the 

logistic regression is solved with the machine 

failure versus preventive maintenance, resulting 

in the following equation: 

 

𝑦′ = 0.619 − 1.918 𝑀𝑃𝑠𝑖                                  (5) 

 

Comparing equations 4 and 5, there is no 

big difference in the coefficient of the preventive 

maintenance variable, as well as in the goodness 

of fit tests: for deviation, the p-value is 0.184 and 

for Pearson the p-value is 0.371. 

 

For the ODD with respect to the 

preventive maintenance variable there is no 

significant difference, see table 6 and 7. 

 
Level A Level B Odds IC de 95% 

Preventive maintenance 

Yes No 0.1469 (0.0305, 0.7099) 

 

Table 7 Probability relationships for machine failure vs. 

Preventive Maintenance 
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Conclusions 

 

With logistic regression applied to maintenance 

management, we have a statistical tool that 

allows us to make predictions of whether a 

machine is in its functional state or in a state of 

failure using categorical variables, not only with 

continuous variables. Goodness-of-fit tests were 

performed to test the suitability of the model in 

different scenarios with the Logit and Normit 

link functions, with no significant differences. 

 

 

On the other hand, two predictor 

equations were obtained, one model with all the 

variables of the initial analysis and another one 

only with the significant variable without having 

a relevant difference. With respect to the ROC 

curve, the model is adequate for the prediction of 

the response variable. 

 

Like any process, it can be improved, as 

other predictor variables can be incorporated, 

such as the cost of total maintenance, corrective, 

preventive, predictive, maintenance policies 

with respect to the machines, criticality, all with 

the aim of strengthening the prediction model for 

a relevant industrial maintenance management. 

 

Finally, incorporating the disruptive 

technologies of Industry 4.0, since companies 

tend to be cyber-physical systems that have 

vertical and horizontal integration, and data 

collection, in accordance with the ISA - 95 

standard, with sensors on the machines will lead 

to the use of data in the cloud, the analysis of big 

data through Machine Learning and real-time 

decision making. This leads to a new 

maintenance management 4.0. Logistic 

regression will then use sensitive data to predict 

machine failure through the use of Machine 

Learnig with real-time data collection for 

increased productivity and competitiveness in 

industrial maintenance.  
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